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Abstract001

This paper proposes a uniform, structure-based002
account for mixed word order preferences003
crosslinguistically. These preferences include004
the short-before-long preference in the English005
heavy NP shift, the long-before-short prefer-006
ence in the Japanese transitive sentences, and007
the absence of word order preference in Man-008
darin Chinese preverbal PPs. The syntactic009
structures of each competing word orders are010
formally characterized using Minimalist gram-011
mars (MGs) and constructed with a left-corner012
MG parser. Complexity metrics are derived013
from the parser’s behavior, which relate the014
difficulties of the structure building process to015
memory load. The metrics show that the pre-016
ferred word orders are less memory-intensive017
to build than their counterparts in both the018
short-before-long and the long-before-short019
cases, while no memory resource differences020
are found for the case where no word order021
preference exists. The results suggest that the022
preferred word orders – or a lack thereof – fol-023
low from their syntactic structures. This further024
supports the viability of left-corner MG pars-025
ing as a psycholinguistically adequate model026
for human sentence processing.027

1 Introduction028

Word preferences are conditioned by at least two029

factors: a general efficiency principle to minimize030

dependency length and language-specific syntac-031

tic characteristics. The efficiency principle reflects032

the tendency of grammars to minimize the depen-033

dency lengths between syntactic elements. This034

principle takes the form of Dependency Length035

Minimization (DLM, Hawkins 1994, 2004) when036

focusing on the lengths of syntactic dependency037

relations; and as the Dependency Locality The-038

ory (DLT, Gibson 2000) when focusing on the039

memory resource required to hold those dependen-040

cies. Prior research has shown that this efficiency041

principle accounts for the short-before-long order042

in head-initial languages (e.g., Wasow, 2002) and 043

the long-before-short preference in head-final lan- 044

guages (e.g., Hawkins, 1994) 045

The second factor conditioning word order pref- 046

erences, language-specific syntactic characteristics, 047

helps explain word preference variations across 048

languages. For example, Liu (2020) notes that the 049

headedness of a language does not always align 050

with its word order preferences or the order flexi- 051

bility the language allows. Other language-specific 052

characteristics should be considered in understand- 053

ing word order preferences. Indeed, characteristics 054

such as word order freedom and the prominence of 055

NPs (Yamashita and Chang, 2001) or the richness 056

of the case marking system (Futrell et al., 2020) 057

are shown to also affect word order preferences. 058

Despite fruitful results and increasing empiri- 059

cal coverage of the research on the two factors, 060

the interplay between the efficiency principle and 061

language-specific syntactic characteristics remains 062

puzzling. One key issue is that it is unclear what 063

syntactic features and in what ways affect the pref- 064

erence for DLM. Research on DLM often relies 065

on dependency grammar as the description of syn- 066

tax and measures dependency length in terms of 067

the number of intervening words. While this ap- 068

proach is simple and effective for large-scale cor- 069

pus studies, it may overlook important syntactic 070

information that contributes to word order prefer- 071

ences. For example, Liu (2008) argues that in a lan- 072

guage such as Chinese, the richness of functional 073

words might add extra distance to heads and their 074

dependents when compared to a language such as 075

English, where the grammatical functions are re- 076

alized by inflection. This accounts for the larger 077

mean dependency distance of Chinese. However, 078

it remains unclear whether it is the additional mor- 079

phemes themselves in Chinese, the different syn- 080

tactic processes these functional heads undergo, or 081

the syntactic structure they occupy, that contributes 082

to the dependency length difference. 083
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This paper aims to address the interplay of the084

general efficiency principle and specific syntactic085

characteristics in predicting word order preferences086

from a Minimalist parsing perspective. Minimal-087

ist parsing is particularly well-suited for this task088

because its complexity metrics rigorously relate089

detailed syntactic structures to a general processing090

constraint: memory resources. We argue that the091

left-corner Minimalist parsing model effectively092

captures the short-before-long, the long-before-093

short preferences, and the absence of order prefer-094

ence. According to the modeling results, the pre-095

ferred word orders require fewer memory resources096

to build than their counterparts. Furthermore, no097

memory load difference is found for structures that098

do not exhibit order preferences.099

The remainder of the paper proceeds as follows.100

Section 2 introduces Minimalist Grammars (MGs),101

a left-corner MG parser, and the key complexity102

metrics for our parsing model. Section 3 presents103

modeling results of the three word order prefer-104

ences. Section 4 concludes the paper with a dis-105

cussion on the role of syntactic assumptions in the106

parsing model.107

2 Left-corner Minimalist parsing108

The left-corner Minimalist parsing approach to pro-109

cessing modeling consists of three components:110

characterizing syntactic proposals using Minimal-111

ist Grammars (MGs), incorporating the formalisms112

into left-corner parsing models, evaluating model-113

ing results based on complexity metrics connecting114

parsing difficulty to memory load.115

Minimalist Grammar is chosen as the formal-116

ism for two reasons. First, it incorporates the tool-117

box needed for Chomskyan syntax, providing de-118

tailed structural information known to influence119

processing. Second, MG parsers are available and120

relatively well-understood from previous studies121

(top-down MG parsing: Stabler 2013; Kobele et al.122

2013, left-corner MG parsing: Stanojević and Sta-123

bler 2018; Hunter et al. 2019).124

A left-corner MG parser is used instead of a top-125

down parser because the top-down parser is shown126

to have difficulties capturing the long-before-short127

preference in Japanese transitive sentences (Liu,128

2022, 2023). The left-corner MG parser, on the129

other hand, has been recently argued to be a plau-130

sible model for human sentence processing (Liu,131

2024).132

The following subsections introduce the gram-133

mar formalism and its left-corner parser, and the 134

key complexity metric needed for the subsequent 135

modeling work. 136

2.1 Minimalist Grammar and left-corner MG 137

parser 138

Minimalist Grammar (MG, Stabler 1997, 2011) is 139

a lexicalized, context-sensitive grammar formalism 140

based on the Minimalist Program (Chomsky, 2014). 141

In MGs, lexical items (LIs) are finite sequences 142

of features containing information about sound, 143

word shapes, and instructions for structure building 144

operations. The grammar makes use of two such 145

operations, merge, which combines categories, and 146

move, which regulates movements. 147

Merge happens when two LIs have matching 148

selector-selectee features as their first features. (1) 149

illustrates how Merge builds a VP in English and 150

Japanese. 151

(1) a. chase the suspect (VP): V

chase:: =d, V the suspect (DP): d

the:: =n, d suspect:: n

152

b. hannin-o oikaketa (VP): V

hannin-o ‘suspect-acc’:: d oikaketa ‘chase’:: d=, V

153

To build the VP, the objects bear the same 154

selectee feature d in both the English and the 155

Japanese cases. The selector feature of the verb 156

is =d in English and d= in Japanese. The placement 157

of the equal sign (=) indicates the selectee to be 158

merged on the left or the right. This allows our 159

model to capture headedness. 160

Move happens when two LIs have matching 161

licensor-licensee features as their first features, of- 162

ten written as polar pairs (e.g., +f, -f). This is 163

illustrated in (2). 164

(2) TP

T’

T:: =v, +k, t vP: v

the detective: d, -k v’: =d, v

chase the suspect

165

In (2), after other merge features are checked, the 166

T head and the subject DP have matching k features 167
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as their first features. Movement is licensed. In168

contrast to a phrase structure tree where the mover169

is indicated at its landing site, the subject remains170

at its merge position in (2). Trees such as this are171

derivation trees. The central role derivation trees172

play in MGs and MG parsing is discussed in Graf173

et al. (2017). We will also use derivation trees as174

the data structure for our processing model.175

A note on notation before proceeding. In the176

above derivation trees, double-colon (::) indicates177

a LI, while a single colon (:) indicates a derived cat-178

egory. Phrase node names are added wherever help-179

ful for readability. For all subsequent trees, we will180

omit features, lexical/derived category distinctions,181

and use phrase names for tree nodes. Movement182

arrows will also be added when helpful.183

2.2 Left-corner MG parsing and complexity184

metrics185

MG parsing can be viewed as a structural building186

process where a parser operates on MG rules, takes187

a string of words as input, and outputs a derivation188

tree when there is a valid parse. The left-corner189

parser for MGs used in this study is an arc-eager190

move-eager left-corner parser based on Stanoje-191

vić and Stabler (2018); Hunter et al. (2019), in192

which the readers can find the full definitions of the193

parsing rules. For our purpose, we focus on tree an-194

notations which are faithful visual representations195

of how the parser builds/traverses derivation trees.196

Consider an arc-eager move-eager left-corner197

parse for the sentence (with silent nodes and string198

spans added) in (3). The parse history is repre-199

sented using tree annotations in (4).200

(3) 1 The 2 detective 3 T 3 v 3 chased 4 the 5201

suspect 6202

(4) TP

T’

T vP

DP

the detective

v’

v VP

chased DP

the suspect

1

2

2-3

4

2-3

3

4-6

6

4-6-8

8

5

6

6

6

6-8-10-12-13

13

7

8

8-10

10

9

10

10-12

12

11

12

12-13

13

203

Following conventions in top-down MG parsing204

literature (e.g., Kobele et al. 2013; Graf et al. 2017), 205

the superscripts and subscripts on the tree nodes, 206

called indices and outdices, represent the steps at 207

which that node enters and exits the memory stor- 208

age of the parser. The dashes in the index of a 209

node, which we use uniquely for left-corner pars- 210

ing, connect the steps at which the parser updates 211

its prediction regarding that node. Derivation trees 212

annotated with indices, outdices, and dashes are 213

shown to be condensed yet complete representa- 214

tions of the behavior of the left-corner MG parser 215

(Liu, 2023, under review). Building on this, we 216

focus on the parser’s updates represented with the 217

dashes in the indices and show how to build com- 218

plexity metrics based on them. 219

The update can be understood by examining the 220

correspondence between parse items and derivation 221

tree fragments. One node in the derivation tree can 222

correspond to multiple strictly different parse items 223

for a left-corner MG parse. For example, in (4) the 224

parser reads the first input word the (step 1) and 225

makes a left-corner prediction based on it (step 2), 226

creating a parse item which takes the form of an 227

implication shown in (5). 228

(5) (2-n) n, M => (1-n) d, M 229

This parse item is interpreted as follows, if from the 230

string span of (2-n) the parser finds an item with 231

category feature n and an optional mover chain M, 232

the parser can infer that from the string span of 233

(1-n) there is an item of category d which carries 234

over the mover chain M. In terms of tree fragments, 235

(5) corresponds to a DP with a daughter node yet 236

to be confirmed. This is also the tree portion anno- 237

tated with indices and outdices up to 2, matching 238

the steps so far. 239

Next, when the parser reads detective from the 240

input (step 3), the left-hand side of the implication 241

in (5) is satisfied, a new parse item (6) is created at 242

the same step and replaces (5). 243

(6) (1-2) d 244

This parse item means that from the string span 245

of (1-2), there is an item of category d without 246

any mover chain. In terms of tree fragments, (6) 247

corresponds to the fully built DP the detective. At 248

step 3, both daughters of the DP are fully annotated. 249

The DP node itself has an index of 3 and no outdex, 250

meaning that it is still in memory at this step, ready 251

for further operations. 252

Both the right-hand side in (5) and the whole 253

item in (6) correspond to the same DP node in the 254
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derivation tree. The parser updates its knowledge255

of the node from a conditioned inference to a con-256

firmed node. And the dashed index on the DP node257

records the steps at which the parser makes those258

updates. By taking the difference between the two259

dash-connected steps, we get the number of steps a260

parse item needs to be stored in memory, or its item261

tenure. For example, the parse item in (5) has a262

trivial item tenure of 1, as it is only stored between263

steps 2 and 3.264

For a non-trivial example, vP has in its index 4-6.265

The parser first updates its knowledge on the vP266

node when it makes a left-corner prediction based267

on the DP the detective. A vP with a daughter node268

yet to be confirmed is created and held in memory.269

The parser’s second update happens after the T270

head is read and processed. The time between the271

two updates is recorded with the dash-connected272

step pair. By taking the difference of the pair, we273

have the item tenure of the partially built vP, 2.274

Item tenure serves as the basis for the complex-275

ity metrics of our left-corner MG parsing model.276

There are many ways to construct complexity met-277

rics based on item tenure. Liu (under review) ex-278

plores a few of those possibilities. Here we focus279

on Maximal item tenure (MaxTitem) and its recur-280

sive variant (MaxTR
item). MaxTitem is the maximal281

duration that any parse item remains in memory.282

MaxTR
item, following Graf et al. (2017), applies283

MaxTitem recursively. MaxTitem is shown to be284

able to capture the processing of sentence embed-285

dings (Liu, 2024), it is included here to further test286

its reliability. In cases of a lack of word order pref-287

erences, we expect to find a tie in MaxTitem for288

the word order pair. Examining MaxTR
item in those289

cases helps reveal further potential processing dif-290

ferences.291

With methods and tools ready, we turn to the292

modeling results.293

3 Modeling results294

The processing phenomena modeled with the left-295

corner MG parser are the short-before-long pref-296

erence in the English heavy NP shift (HNPS); the297

long-before-short preference in the Japanese transi-298

tive sentences; and the absence of word order pref-299

erence in preverbal PPs in Mandarin Chinese. For300

each case, we make pairwise comparisons between301

the two opposite word orders (e.g., shift vs. canon-302

ical word order in English heavy NP sentences).303

Overall, MaxTitem successfully captures all304

three word order preferences. The preferred order 305

has a lower MaxTitem in both the English (short- 306

before-long) and Japanese (long-before-short) tar- 307

get sentences. Furthermore, MaxTitem predicts a 308

tie in processing difficulties in the Mandarin (no 309

preference) sentences. Since our goal is to under- 310

stand the interplay of specific syntactic structures 311

and a general memory constraint on processing, we 312

next examine the structural assumptions and the 313

complexity metric in each word order pair. 314

3.1 Short-before-long preference 315

The target sentences for the short-before-long pref- 316

erence are the canonical (7) and heavy NP shift 317

order (8) in English (with silent heads). 318

(7) Max T v-put all the box of home furnish- 319

ings V in a car. 320

(8) Max T v-put V in a car all the box of home 321

furnishings. 322

Evidence for the short-before-long preference in 323

the above sentences is found in numerous behav- 324

ioral and corpus studies (e.g., behavioral: Stallings 325

et al. 1998; Stallings and MacDonald 2011; corpus: 326

Wasow 2002; Liu 2020). For our model, we expect 327

to find that the shifted order has a lower MaxTitem 328

compared with that of the canonical order, suggest- 329

ing that the former is easier to process. 330

In terms of structural assumptions, a rightward 331

movement analysis (Ross, 1986; Overfelt, 2015) is 332

adopted to derive the heavy NP shift order. V-to-v 333

and AgrO movements are factored out for simplic- 334

ity. 335

The modeling results suggest that the shift or- 336

der is easier to process than the canonical order. 337

MaxTitem for the shift order is 12 compared with 338

8 for the canonical order. The reason for the dif- 339

ference in MaxTitem can be seen from the tree 340

annotations in Figure 1. 341

For both word orders, the MaxTitem is associ- 342

ated with the VP node. As the parser processes 343

the verb v-put, a left-corner prediction based on 344

the node predicts and stores an implicational parse 345

item involving VP: if the parser finds a VP, it can 346

confirm that there is a TP. Given the arc-eager strat- 347

egy, this stored VP node is considered found when 348

the parser makes a left-corner prediction based on 349

one of its fully built daughter. And this is when 350

word order makes a difference. If the parser first 351

builds the less complex daughter, the V’, the VP is 352

held in memory for less time than when building 353
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TP

T’

T vP

Max v’

v-put VP

DP

all DP

the NP

boxes PP

of DP

home furnishings

V’

V PP

in DP

a car

←MaxTitem

1

2

2-4-6

6

2-4

4

3

4

4

4

4-6-18-20-22-24-25

25

5

6

6-18

18

7

8

8-10-12-14-16-17
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8-10

10

9

10

10-12

12
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12-14

14

13

14

14-16

16

15

16

16-17

17

18-20

20

19

20

20-22

22

21

22

22-24

24

23

24

24-25

25

(a) HNPS - Canonical order

TP

T’

T vP

vP

Max v’

v-put VP

DP

all DP

the NP

boxes PP

of DP

home furnishings

V’

V PP

in DP

a car

←MaxTitem

1

2

2-6

6

2-6

6

3

4

4

4

4-6-14-16-18-20-22-24-25

25

4-6

6

5

6

6-14

14

4

4

7

8

8-10

10

8-10-12-13

14

9

10

10-12

12

11

12

12-13

13

14-16

16

15

16

16-18

18

17

18

18-20

20

19

20

20-22

22

21

22

22-24

25

23

24

24-25

25

(b) HNPS - Shift order

Figure 1: Tree annotations for short-before-long
preference

the more complex daughter first. This is reflected354

in the difference in MaxTitem, as can be seen in355

Figure 1a for the canonical order and Figure 1b for356

the shift order.357

This is an encouraging result as it indicates that358

the left-corner MG parsing is at least as good as its359

top-down variant in capturing the short-before-long360

preference. We now turn to the long-before-short361

preference, where the top-down model struggles.362

3.2 Long-before-short preference363

The long-before-short preference we model is re-364

ported in Yamashita and Chang (2001) regarding365

Japanese transitive sentences. The study finds that366

in a sentence production task, Japanese-speaking367

participants tend to order long arguments ahead of368

short ones. For example, compared with a canon-369

ical SOV order in (9), a long-before-short OSV370

order in (10) is preferred when the object is long.371

(9) keezi-ga
detective-nom

Se-ga
height-nom

takakute
tall-and

372

gassiri sita
big-boned

hanni-o
suspect-acc

oikaketa
chased

v T373

(10) Se-ga
height-nom

takakute
tall-and

gassiri sita
big-boned

hanni-o
suspect-acc

374

keezi-ga
detective-nom

oikaketa
chased

v T C 375

‘The detective chased the suspect who is 376

tall and big-boned.’ 377

(adapted from Yamashita and Chang 2001, 378

silent nodes added) 379

The sentence pair in (9-10) is used in our model 380

as target sentences. A scrambling analysis is as- 381

sumed to derive the long-before-short order (Saito, 382

1992). V-to-v and AgrO movements are again fac- 383

tored out for simplicity. 384

The modeling results show that the shift, long- 385

before-short word order is easier to process than 386

the canonical order. MaxTitem of the shift order 387

is 3 compared with 12 of the canonical order. The 388

tree annotations confirm the processing prediction. 389

TP

T’

vP

detective v’

VP

DP

AP

&P

AP

height tall

and

big-boned

suspect

chased

v

T

←MaxTitem

1

2

2-14

14

2-14-15

16

3

4

4-5

6

4-5

5

6-7

8

6-7

7

8-9

10

8-9

9

10-11

12

10-11

11

12-13

14

12-13

13

14-15

15

16-17

17

16-17

17

17

17

(a) Japanese - SOV order

CP

C’

TP

T’

vP

detective v’

VP

DP

AP

&P

AP

height tall

and

big-boned

suspect

chased

v

T

C

MaxTitem→

1

2

2-3

3

2-3

4

4-5

6

4-5

5

6-7

8

6-7

7

8-9

10

8-9

9

10-13

14

10-13

13

11

12

12-14

14

12-14-15

16

14-15

15

16-17

17

16-17

17

18-19

19

18-19

19

19

19

17

18

(b) Japanese - OSV order

Figure 2: Tree annotations for long-before-short
preference

In Figure 2a which corresponds to the canonical 390

order, MaxTitem is associated with the v’ node. 391

The parser predicts and stores a parse item with 392

v’ when the subject, detective, is processed. The 393

parse item is flushed from memory when one of 394

the daughters of v’ is built and used for left-corner 395

prediction. Given the word order, this only happens 396
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after the long DP (indeed, the full VP) is fully built,397

resulting in large item tenure. In the long-before-398

short tree in Figure 2b, the parser builds the long399

DP first, during which process no other parse item400

is held in memory. As a result, item tenures and401

MaxTitem stay relatively low throughout the parse,402

predicting that the long-before-short order is easier403

to process than the canonical order.404

3.3 Absence of order preference405

Liu (2020) reports in a large-scale corpus that406

Mandarin Chinese preverbal PPs lack a preference407

for word order when the two PPs are of different408

lengths. For example, no word order preference is409

found between whether ordering the longer PP first410

(11) or the shorter first (12).411

(11) zhexie
these

yanlun
comments

T [he weijier de yuyan]
with Virgil’s prophecy

412

[zai biaomian]
on the surface

v-you-suo
have-suo

V churu
differences

413

(12) zhexie
these

yanlun
comments

T [zai biaomian]
on the surface

414

[he weijier de yuyan]
with Virgil’s prophecy

v-you-suo
have-suo

V415

churu
differences

416

‘These comments have differences on the417

surface with Virgil’s prophecy.’418

(from Liu 2020, silent nodes added)419

(11) and (12) are the target sentences to include420

in our model. In terms of the structural assump-421

tion, the two PPs are considered based-generated422

adjuncts. Similar to before, V-to-v and AgrO move-423

ments are factored out for simplicity. Unlike before,424

the two word orders are not derivationally related425

under the current structural assumption. We will426

consider an alternative analysis in the context of427

methodological discussion in Section 4.428

The results show that the two orders are indis-429

tinguishable for our model based on MaxTitem.430

MaxTitem is 14 for both orders, suggesting that431

no preference is expected for the two word orders.432

We see why MaxTitem is unaffected by word order433

alternations in the tree annotations in Figure 3.434

Given the current structural assumption,435

MaxTitem is associated with the vP node immedi-436

ately dominates the subject these comments. The437

parser creates and stores a parse item with this vP438

node when the subject is processed. This parse439

item is flushed from memory after the inner PP, or440

the linearly second PP, is processed. Alternating441

the order of the two PPs would not affect the item442

TP

T’

T vP

PP

with DP

Virgil possP

’s prophecy

vP

PP

on surface

vP

DP

these comments

v’

v-have-suo VP

V difference
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←3rd largest item tenure
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6-14
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(a) Mandarin Chinese - long PP first
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(b) Mandarin Chinese - short PP first

Figure 3: Tree annotations for Mandarin Preverbal PPs

tenure of the parse item with the vP node created 443

early on. 444

Interestingly, MaxTR
item, a recursive evaluation 445

of MaxTitem, also predicts that there is no prefer- 446

ence between the two orders. In the two orders, the 447

second largest item tenures are equal, so are the 448

third largest. They are associated with the mother 449

node of the longer and the short PPs respectively. 450

Because of the structural similarity, all other item 451

tenures are equal, too. An alternation of word order 452

does not affect the item tenure profile. 453

4 Discussions: an alternative structure for 454

Mandarin adjuncts 455

The modeling results have shown that left-corner 456

MG parsing is an effective model for word or- 457

der preferences crosslinguistically. MaxTitem has 458

proven to be a reliable complexity metric capturing 459

the mixed word order preferences under the current 460

syntactic assumptions. Among those assumptions, 461
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the base-generation analysis of Mandarin prever-462

bal PPs warrants particular attention. While it is463

standard to treat PP adjunction as base-generation,464

with word order alternation derived from different465

base merge positions, this syntactic assumption has466

a potential limitation: it can be adequately captured467

by a Context-Free Grammar, as no movement is468

involved. As a result, processing models based469

on this characterization do not fully highlight the470

unique contribution of MG parsing in capturing the471

interplay between general efficiency principles and472

detailed syntactic structures.473

Furthermore, there are syntactic proposals re-474

garding other types of adjuncts in Mandarin that475

require the expressive power of MGs. For exam-476

ple, (Larson, 2018) argues that manner adverbs in477

Mandarin Chinese merge as VP complement and478

move to vP edge which derives the correct word479

order. This is schematized in (13).480

(13) a. Zhangsan
Z

qiaoqiaode
quiet-de

shuo
speak

hua
words

481

‘Z. speaks quietly.’ (Larson, 2018)482

b. ...

vP

vP

<Zhangsan> v’

v-shuo VP

hua V’

V AP

qiaoqiaode

483

We next model how this syntactic proposal af-484

fects order preferences. The target sentences (with485

silent heads) are shown in (14) and (15) correspond-486

ing to the PP-first and adverb-first order, respec-487

tively.488

(14) Zhangsan
Z.

T zai
at

kongwuyiren
not-a-single-person

de
de

shatan
beach

489

qiaoqiaode
quite-de

v-shuo
speak

hua
word

V490

(15) Zhangsan
Z.

T qiaoqiaode
quite-de

zai
at

491

kongwuyiren
not-a-single-person

de
de

shatan
beach

v-shuo
speak

hua
word

V492

‘Z. speaks quietly at an empty beach.’493

For syntactic assumptions, the manner adverb494

is analyzed according to Larson (2018). The PP495

adjunct is base-generated either before or after the496

TP

T’

T vP

PP

zai NP

kongwuyiren-de shatan

vP

vP

Zhangsan v’

v-shuo VP

hua V’

V qiaoqiaode

←MaxTitem

1

2

2-14

14

2-14

14

3

4

4

4

4-10-14-16-17

17

4-10

10

5

6

6-8-9

10

6-8

8

7

8

8-9

9

10-14

14

11

12

12-16

16

12-16-17

17

13

14

14-16

16

15

16

(a) Mandarin Chinese - PP first

TP

T’

T vP

vP

PP

zai NP

kongwuyiren-de shatan

vP

Zhangsan v’

v-shuo VP

hua V’

V qiaoqiaode

←MaxTitem

1

2

2-12

12

2-12-14

14

3

4

4

4

4-14-16-17

17

4-14

14

5

6

6-16-17

17

6-16

16

7

8

8-10-11

12

8-10

10

9

10

10-11

11

12-14

14

13

14

14-16

16

15

16

(b) Mandarin Chinese - adverb first

Figure 4: Tree annotations for Mandarin PP and AP
adjuncts

manner adverb moves to derive the two word orders. 497

This is illustrated with annotated derivation trees 498

in Figure 4. 499

The modeling result suggests that an AP-first 500

order is preferred irrespective of the length of the 501

two phrases. In both word orders, MaxTitem is 502

associated with the mother and sister node of the 503

subject Zhangsan. The parse item associated with 504

the two nodes is stored until the parser updates its 505

knowledge on either node. For both orders, this 506

happens after the parser has processed the AP and 507

the PP. This means the lengths of the two phrases 508

have the same effect on MaxTitem for both orders. 509

In the PP-first case in Figure 4a, it is the v’ node 510

that gets an update as the parser processes the two 511

adjuncts and the verb v-shuo. In the AP-first case 512

7



in Figure 4b, the vP node gets an update as soon513

as the two adjuncts are built and processed. This514

results in a constant MaxTitem advantage of 2 (10515

vs. 12) for the AP-first order over the PP-first order.516

The result does not immediately rule out the517

possibility that there is no preference for ordering518

shorter or longer phrases first. Empirical data is519

needed to verify whether there is a preference for520

AP-first ordering and to assess its implications for521

the DLM principle. We leave these intriguing ques-522

tions for future research.523
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